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1 IntroductionIn a few short years, the Internet has made a dramatic transformation from nerdy enigma totrendy hangout. With its millions of users and diverse application o�erings, the Internet isnow seen by many pundits as the archetype of the future global information infrastructure.Because of its heavily subsidized origins, commercialization has come late to the Internet. Asthe Internet confronts this belated and somewhat awkward transition from research testbedto commercial enterprise, there has been much recent discussion about the role of pricingin computer networks. Numerous workshops and conferences have been held on the topicin both the academic community and the network design community; the popular press hasalso seized upon the issue as one of broad interest (see, for instance, [44, 31]).In the popular press and in the network design community, the agenda has been dom-inated by debates over whether to move from the present system of charges based on thespeed of the access line (so-called \
at pricing") to basing charges on actual usage. Somecontend that usage-based pricing is unnecessary, and would have disastrous consequences forthe Internet. Others argue that moving away from 
at pricing towards usage-based pricing isessential for the Internet's e�ciency, and therefore is the key to its future economic viability.Unfortunately, little has been clari�ed by this heated debate except the depth of the partic-ipants' convictions. We hope to demonstrate in this paper that usage-based charging and
at-pricing are really two ends of a single continuum, so the di�erence between them is notone of fundamental principle but merely of degree, and that hybrids of the two approacheswill likely be commonly used in the future.The academic discussion of pricing in computer networks has concentrated on a ratherdi�erent issue. This literature typically assumes the necessity of usage-based pricing andfocuses on achieving optimal e�ciency { maximal welfare { in certain simpli�ed models usingusage-based pricing schemes. The satisfaction a network user derives from her network accessdepends on the nature of the application being used and the quality of service received fromthe network (in terms of bandwidth, delay, packet drops, etc.); the network's resources areused most e�ciently if they maximize the total user satisfaction of the user community. Toachieve optimal e�ciency, usage-based charges must equal the marginal cost of usage. Sincethe physical transmission of packets is essentially free, the marginal usage cost is almostexclusively a congestion cost; congestion costs are the performance penalties that one user'stra�c imposes on other users. This optimality paradigm dominates the research agenda;much of the literature discusses pricing schemes based on computations of these marginalcongestion costs.The main purpose of this paper is to advocate shifting the research agenda away fromthe reigning optimality paradigm and towards a more architectural focus. We will use thephrase pricing architecture to refer to those components of the pricing scheme that areindependent of the particular local pricing decisions and re
ect nonlocal concerns, such ashow receivers rather than senders can be charged for usage and how to appropriately chargemulticast transmissions. These architectural issues, rather than the detailed calculation ofmarginal congestion costs, should form the core of the research agenda. To motivate thisshift in research emphasis, we discuss both the economic issues and also the mechanisticdesign issues central to computer network pricing. Our treatment of these issues is designedto be accessible to both the network design community and the economic community, with2



the intention of providing some common context for these two communities and therebyincreasing the opportunity for dialogue.Our paper has three distinct parts. The �rst part, in Section 2, critiques the optimalityparadigm.1 We �rst contend that usage charges may, and perhaps should, exceed marginalcongestion costs. Moreover, we argue that these marginal costs are inherently inaccessibleand so the quixotic pursuit of their precise computation should not dominate the researchagenda. The second part, in Section 3, presents a rather di�erent paradigm for networkpricing: edge pricing. This term refers to where the charges are assessed rather than theirform (e.g., usage-based or not) or their relationship to congestion (e.g., marginal congestioncosts or not). This emphasis re
ects our belief that architectural issues are more importantthan the detailed nature of the charges themselves. The third portion of the note, in Section4, describes two fundamental architectural issues and some preliminary design approaches.We conclude in Section 5 with a brief summary. Because much of our discussion requiressome familiarity with network mechanisms, in Appendix A we present an extremely shortoverview of the relevant material.2 A Critique of the Optimality ParadigmThe optimality paradigm may have particular relevance for isolated settings in which thenetwork provider's goal is to maximize welfare, such as in a nonpro�t research network oran internal corporate network. In this paper, however, we are addressing the role of pricingin a commercially competitive environment. The current Internet service provision markethas multiple independent service providers (ISPs), and competition appears to be increasingrapidly. We claim that the optimality paradigm is not an adequate foundation for pricingin such a competitive setting.The optimality paradigm places a special focus on marginal congestion costs. Our critiqueis posed in the form of three questions:� Are marginal congestion costs relevant?� Are marginal congestion costs accessible?� Is optimality the only goal?2.1 Are Marginal Congestion Costs Relevant?It is a standard result that the overall welfare (the sum of provider pro�t and consumersurplus) is only maximized when prices are set equal to marginal cost, where these marginalcosts take into account all externalities. In computer networks, these externalities includeboth congestion e�ects, where one user's use imposes a performance penalty on other users,and also connectivity e�ects, where a user bene�ts from other users being connected to thenetwork.1The authors include themselves in this critique, having adhered to this optimality paradigm in previouspublications, such as [9, 8]. 3



Competition between network service providers will typically drive prices to these marginalcosts. If the marginal cost prices are su�cient to recover the facility costs of building andoperating the network infrastructure, then these marginal cost prices are a stable competi-tive equilibrium2, and so computing marginal congestion costs would be central to networkpricing schemes. But it is doubtful that such marginal cost prices will recover the full facilitycosts of computer networks. Within the context of the congestible resource model studied in[29], marginal costs only cover the cost of the facilities priced at marginal expansion cost (i.e.,the total congestion costs are equal to the product of the total capacity times the marginalcost of capacity). If the facility costs are a sublinear function of capacity (i.e., f(x) > f 0(x)xfor x > 0) then facility costs will not be fully recovered by marginal cost pricing (see also[43, 33]). While the cost structure of networks is in 
ux as technologies rapidly evolve, itseems clear a large portion of the facility costs arises from the �xed (i.e., not related tocapacity) costs of deploying the physical infrastructure. Consequently, we assume in thispaper that while marginal congestion costs may be nontrivial, they will be much less thanthe total facility cost of providing network service.In such cases, there is no stable competitive equilibrium (see [17, 41] for a more thoroughdiscussion of this point); any stable situation must have some prices that exceed the asso-ciated marginal costs. What guides the setting of prices in such a situation? While thereare few general results applicable here, one could argue that the resulting prices of each�rm will satisfy the Ramsey condition of maximizing the consumer surplus while still fullyrecovering costs (because otherwise competing �rms would enter and lure customers awayby o�ering more surplus). Thus, in raising prices to increase additional revenue, networkservice providers will do so in a manner that retains, to the greatest extent possible, themaximality of welfare (since maximizing welfare at a �xed level of pro�t is equivalent tomaximizing consumer surplus at a �xed level of pro�t).It is useful, in the following discussion, to arti�cially break the pricing structure into twodistinct pieces.3 One component of network charges is the attachment fee; this is the feecharged for gaining access to the network and is independent of any actual or potential usage.The other component is what we will call a usage-constraining fee. There are marginal costsassociated with both attachment and usage, and welfare is optimized when they are set equalto their respective marginal costs. If all users derived signi�cant bene�t from their networkconnection, the Ramsey pricing scheme would be to raise attachment fees but keep usagefees at the marginal cost levels, thereby retaining the optimal usage behavior and merelyrecouping additional revenue from attachment. This is the argument most commonly usedto motivate the continued use of marginal congestion pricing in cases where marginal pricesby themselves do not fully cover costs.42We use the term stable only to mean that the revenues cover costs; we do not use the term to refer toany other dynamical properties of the equilibrium.3We ignore nonlinear pricing policies here in order to simplify the discussion.4We should make clear that we are assuming that network providers are not also controlling, or directlypro�ting from, the content delivered over their networks. However, in bundled networks such as cable TV,where the application and the network transport are sold as a single unit, there are many more opportunitiesto recover costs. Pro�ts on content and revenue from advertising [10] are important aspects of pricing inbundled networks. We do not consider such bundled networks in this paper, and restrict ourselves to theanalysis of pricing pure Internet access without bundled services. The nature of the ISP market is still verymuch in 
ux, and there may be other sources of revenue in the future, such as renting space on provider-4



Unfortunately, the assumption of uniformly large bene�t from network access does notappear to apply to current computer networks. The low rates of penetration of Internetconnectivity, and the high rate of churn in subscriptions to online services such as AOL andCompuServe, suggests that in addition to the many users that derive great value from theirnetwork connection, there are probably also many other users whose valuation of networkconnectivity is marginal, and who would disconnect if attachment fees were raised.5 Thus, weexpect that both usage and attachment prices will a�ect welfare, and there will be a uniqueprice point that produces a positive optimal welfare. Assuming smoothness throughout,deviating from the optimal pricing point produces welfare changes that are second-order inthe price deviations. The matrix of second derivatives will depend in detail on the individualutility functions and there is little reason to expect that, in general, consumer surplus ismaximized when only attachment fees are raised.In addition, the Ramsey pricing scheme could be di�erent for di�erent subpopulations ofusers. For instance, low-volume users who derive very little bene�t from being connected tothe network would more likely absorb an increase in usage charges without detaching from thenetwork. This is consistent with what we observe; some commercial Internet providers chargebased on volume to attract low-volume, marginal bene�t users who might not otherwisepurchase access. In contrast, most large institutions, which typically derive great value fromtheir network connection, pay substantially for the attachment. The traditional and cellulartelephony markets also display extensive second-degree price discrimination (i.e., nonlinearpricing schemes where the per-unit price depends on the quantity purchased); there are manydi�erent pricing plans, some with lower attachment charges and higher usage charges, andothers with the reverse. We expect a similar use of second-degree price discrimination toincrease revenue in computer networks.There are other considerations that suggest that usage charges must remain at signi�cantlevels, even if congestion is extremely low (and so marginal congestion costs are extremelylow). Assume that an entering network service provider can steal away a subpopulation ofusers from their current service provider if the entrant can supply this subpopulation withsu�cient bandwidth to satisfy their needs at a cost less than the total fee being charged bythe current provider.6 Then we must impose a \core" condition on the pricing structure,mandating that no subset of users can be charged more than the cost of providing that subsetservice. If one believes that bandwidth is responsible for any signi�cant portion of the costof networks, then usage charges must be used to satisfy this core condition. Usage chargesare needed to price discriminate between low-volume and high-volume users; otherwise, acompeting network provider would steal all the low volume users away by o�ering a networkprovisioned at much lower levels with much lower prices. Thus, this core criterion requiressupplied web-servers, that may complicate the rather simpli�ed case we are analyzing.5It is possible that, in the grand and glorious future, the GII will have a single Internet-like networkinfrastructure and all households have a single network connection that carries their telephony, television,and data tra�c. At that point, it may well be true that essentially all users have high valuation of theirnetwork connection and raising attachment fees is the appropriate way to raise revenue. However, we area long way from this utopian vision, and we should design our current network pricing policies to �t thepresent situation.6This assumes seamless interconnection, so switching providers does not a�ect connectivity. Otherwise,the decision to switch providers involves many other factors besides cost.5



that users who regularly consume (or who plan to consume) signi�cantly less bandwidthbe charged less, with the di�erence re
ecting the percentage of cost due to bandwidth. Ofcourse, if bandwidth is relatively cheap (i.e., is a very minor portion of the network cost)then this \core" argument has little bite.2.2 Are Marginal Congestion Costs Accessible?When prices are required to fully recover costs, we think there is little reason to expect usageprices will equal the marginal congestion costs. We now put that conclusion aside and ask: ifwe nevertheless attempted to set prices to these marginal congestion costs, could we actuallydo so? It turns out that computing these congestion costs is quite di�cult.The relationship between what happens to a packet traversing a network and the resultingchange in a user's utility is extremely complicated. When we look at the fate of a singlepacket, congestion can cause it to be delayed or dropped. Some applications are very sensitiveto this extra delay (or being dropped), and others are not. Pricing schemes seeking toachieve optimal e�ciency must take these di�erent delay and drop sensitivities into account.While in simple theoretical models it is convenient to use the abstraction that a user'sutility is a function of, say, average bandwidth and delay (as in [38]), the real world issigni�cantly more complicated; see the discussion in [7] about the properties of best-e�orttra�c. Unfortunately, we have little beyond these simple theoretical models to guide us.Moreover, most applications involve a sequence of packets, and the e�ect on utility due tothe dropping or delay on one individual packet depends on the treatment given the rest of thepackets. For instance, the performance of a �le transfer depends on the time the last packetis delivered; for large �les this transfer time depends almost exclusively on the throughputrate and not on the individual packet delays (see [7] for a more thorough discussion of thispoint). It is extremely di�cult, if not impossible, for the network to infer the e�ect onthe transfer time arising from delaying any of the individual packets, especially since thetransfer time is also a function of the user's congestion control algorithm. To make matterseven worse, often an entire suite of applications is used simultaneously, and then the user'sutility depends on the relationship between the delays of the various tra�c streams (e.g., ateleconference may involve an audio tool, a video tool, and a shared drawing tool).Our understanding of this relationship between handling of individual packets and theoverall utility is rather primitive, and the relationship changes rapidly with technology (e.g.,advances in congestion control could greatly decrease the sensitivity to randomly droppedpackets). An important aspect of the problem is that the Internet architecture is based onthe network layer not knowing the properties of the applications implemented above it. Ifwe believe that network service providers will sell raw IP connectivity (i.e., they just provideaccess at the IP level, and do not interpose any application-level gateways), then they haveto price based solely on the information available at the IP level, and this greatly restrictsthe extent to which they can adjust prices to �t the particular applications being used. See[28] for a discussion of the implications of this layering for content provision.There have been many pricing proposals in the recent literature and we do not attemptto review them all here; see [2, 3, 14, 25, 24, 23, 21, 27, 32, 34, 35, 37, 36, 42, 18, 45] fora few representative samples. The most ambitious pricing proposal for best-e�ort tra�cis the \smart-market" proposal of MacKie-Mason and Varian described in [29] (see also6



([27, 26]). In this scheme, each packet carries a \bid" in the packet header; packets are givenservice at each router if their bids exceed some threshold, and each served packet is chargedthis threshold price regardless of the packet's bid. This threshold is chosen to be a marketclearing price, ensuring the network is fully utilized. The threshold price can be thought ofas the highest rejected bid; having the packets pay this price is akin to having them paythe congestion cost of denying service to the rejected packet. The key to this proposal isincentive compatibility; users will put their true valuation in the packet since, as in standardsecond-price auctions, it only a�ects whether they get service but not how much they pay.By putting their true valuation of service in the packet header, users will get service if andonly if it costs them less than their valuation of the service.7This proposal has stimulated much discussion and has signi�cantly increased the Internetcommunity's understanding of economic mechanisms in networks. However, there are severalproblems with this proposal that prevent it from achieving true optimality. First, the mostfundamental problem is that submitting a losing bid will typically lead to some unknownamount of delay (since the packet will be retransmitted at a later time), rather than trulynot ever receiving service, so the \bid" must re
ect how much utility loss this delay wouldproduce rather than the valuation of service itself; thus, accurate bids cannot be submittedwithout precisely knowing the delay associated with each bid level, and neither the networknor the user knows this delay. Second, there are complications when the packet traversesseveral hops on its way to its destination. The valuation is an end-to-end quantity (theuser only cares about the packet reaching its �nal destination and does not care about anypartial progress), yet the valuation is used on a hop-by-hop manner to determine access ateach hop; one would have to extend the bidding mechanism to evaluate the entire path atonce, and this entails a distributed multiple good auction of daunting complexity.8 Third,the bid is on a per-packet basis, yet many applications involve sequences of packets. It isimpossible to independently set the valuation of a single packet in a �le transfer, when thetrue valuation is for the set of packets.Wang et al. [45] have proposed a pricing scheme for 
ows making network reservations(i.e., asking for a quality of service that entails admission control and some assured servicelevel) where prices optimize a given objective function. Gupta et al. [18] adopt a similarapproach for a best-e�ort network with priorities. As in any conventional economic setting,the optimality of the pricing scheme depends on knowing the demand function. In settingswhere the supply and delivery are not time critical, such demand functions can be estimatedover long periods of time. However, in computer networks, a user's utility depends onthe delay in meeting her service request, and so one cannot merely consider the long termaverage demand but must also respond to instantaneous 
uctuations when setting prices.In addition, the problem of denial of service leading to some delay, rather than an eternaldenial of service, makes the valuations of the 
ows not directly related to congestion costs.Consequently, determining optimality in the presence of 
uctuating demand is extremelydi�cult.7As an aside, note that the pricing scheme is embedded within the architecture in this proposal. Thebids are translated into the prices charged.8If one believes that the major source of congestion is at the edge of the network, then one could onlyapply the smart market at the edge points. This removes the end-to-end versus per-hop problem, and couldbe used in our edge pricing scheme as the method of charging. See the discussion in Section 3.3.7



We contend that the failure of these mechanisms to achieve true optimality is not afailure of imagination, but rather evidence that the task is beyond the scope of any practicalalgorithm. The keys to e�ciency { knowing the service degradation that will result from aparticular network action (i.e., how much delay and/or loss), and knowing the user's utilityloss as a result of this service degradation { are fundamentally unknowable.This is not to imply that usage pricing schemes are of little utility. When compared toa situation with no usage-constraining charges, usage charges greatly increase the e�ciencyof the network. Simulations and calculations in [27, 19, 30] have clearly demonstrated thesigni�cant advantages usage pricing has over free entry. Our point is merely that such pricingschemes do not achieve true optimality, and that the signi�cant e�ciency gains demonstratedcould probably also be achieved with explicitly suboptimal schemes.2.3 Is Optimality the Only Goal?We argued in the previous section that marginal congestion costs are inherently inaccessible.This critique applies equally to attempts to compute the optimal Ramsey prices. However,since price deviations away from these optimal points typically produce only second-orderdeviations in the total welfare, perhaps such deviations are not of much concern. Moreover,in the pursuit of optimality in simpli�ed models, some more basic structural issues have beensomewhat neglected. In this section we identify some of these structural issues and urge thatthey be given signi�cant attention in the design of pricing policies.Pricing policies should be compatible with the structure of modern networking applica-tions. One of the recent developments in the Internet is the increasingly widespread useof multicast, in which a packet is delivered to a set of receivers, rather than just a singlereceiver. By sending packets down a distribution tree, and replicating packets only at thetree's branch points, multicast greatly reduces the load on the network. Therefore, it iscrucial that pricing give the proper incentives to use multicast where appropriate.Another important aspect of network applications is that the bene�t of network usagesometimes lies with the sender of the tra�c, and sometimes with the receiver(s). Pricingmechanisms should be 
exible enough to allow the charges to be assessed to either, or somecombination of both, endpoints. This is a very important goal in computer networks; theability to charge receivers would facilitate the free and unfettered dissemination of informa-tion in the Internet, since the providers of such information would not have to pay the costof transport. Note that this goal is not achieved by the 
at pricing approach; currently thesource's access charge is paid for exclusively by the host institution. This has not yet causeda problem on the Internet, since the elastic and adaptable data applications can easily adjustto overloaded conditions. However, when real-time applications, and other applications thatadapt less well to congestion, are in widespread use the pinch at the source's access pointwill be felt more acutely.99The ability to assign charges to the receiving end could, in some cases, be handled by a higher levelprotocol that redistributes the basic charges determined by the network. However, there are several dis-advantages to requiring such a higher level protocol: it requires the ability to transfer funds at a higherlevel, it cannot deal with capacity-based charging (described in Section 3.3), and in the multicast case therequired information (such as the membership of the group and the network topology) may not be availableat the higher layer. Thus, we think it preferable to build the 
exibility of assignment into the basic charging8



Pricing policies should also be compatible with the structure of the network servicemarket. There are numerous independent service providers, and many of these are smallproviders who merely resell connections into bigger provider networks. The interconnectionarrangements between providers are somewhat ad hoc (see [17, 41]) and changing rapidly. In-terconnection among these networks is crucial for maximizing social welfare. Pricing schemesshould not hinder interconnection by requiring detailed agreement on pricing policies andcomplicated per-
ow transfers (i.e., a separate transfer for each 
ow) of money when car-rying tra�c from another interconnected network. In addition, these independent serviceproviders should be able to make local decisions about the appropriate pricing policies. Thisimplies that the pricing policy should not be embedded into the network architecture. In-stead, the network architecture should provide a 
exible accounting infrastructure that cansupport a wide variety of locally implemented pricing schemes. For instance, there are somecontexts (such as managing an internal corporate or university network) where the goal ofpricing is merely to encourage e�cient use of the network resources. Often in these contextsthere are incentives that can be used (e.g., quotas) instead of money. While in this paperwe have focused on monetary incentives, the underlying accounting structure and pricingarchitecture should allow the use of these other incentive forms if they are locally applicable.Note that achieving optimality necessarily involves uniform implementation of a singlepricing scheme across the network; optimality involves setting prices at exactly the marginalcongestion costs and so the accounting scheme becomes a distributed computation of thosecongestion costs. Thus, the optimality paradigm is fundamentally inconsistent with the needfor locality in pricing. Given that no pricing scheme has claim to being truly optimal, theneed for local control should take precedence over the desire for absolute optimality.While true optimality is not an appropriate goal, pricing should still be used to achievereasonable levels of e�ciency. It is important that the underlying accounting infrastructureallow prices to be based on some approximation of congestion costs. There is an importantdistinction lurking here. It is important to allow prices to be based on some approximationof congestion costs, but it is important to not force them to be equal to these congestioncosts. As we argued, the need for full cost recovery militates against such an assumption ofequality. Meeting any reasonable e�ciency goal, however, would likely require that pricesdepend on such congestion costs.Rather than start with mechanisms designed to precisely calculate marginal congestioncosts, we might �rst ask: what are the absolutely minimal requirements for providing someestimate of congestion costs? One minimal requirement is that pricing should encouragethe appropriate use of quality of service (QoS) signals (by this we mean the signals sent byapplications to the network requesting a particular quality of service; see Appendix A). Thisis crucial for making the new QoS-rich network designs e�ective, and would enable them toachieve signi�cant increases in network e�ciency. An additional requirement is that pricingshould discourage network usage during times of congestion, but not discourage it duringrelatively uncongested times. Our basic point is that perhaps these minimal requirementsare su�cient to achieve reasonable approximations, and that attempts to more accuratelycalculate Ramsey prices are of little (indeed second-order) value and distract us from themore important but often overlooked structural concerns.mechanism itself. 9



3 A New Pricing Paradigm: Edge PricingAfter having critiqued the reigning optimality paradigm, we now present a very di�erentpricing paradigm: edge pricing. We motivate the edge pricing paradigm by describing aseries of approximations to true congestion costs.3.1 Approximating Congestion CostsComputing the true congestion costs requires that you can compute other users' loss inutility due to one user's use. This requires knowledge not only of the utility of users, whichin the Internet architecture is fundamentally unknowable, but also knowledge of the currentcongestion conditions along the entire path. Such detailed knowledge entails a sophisticatedaccounting scheme that transcends administrative boundaries by following the entire path.Having already concluded that our estimates of utility loss are extremely rough estimates, canwe also replace the knowledge of current congestion conditions along the entire path with areasonable, but more easily accessible, estimate? Consider the following two approximations.The �rst approximation is to replace the current congestion conditions by the expectedcongestion conditions. This is essentially QoS-sensitive time-of-day pricing. The time-of-day dependence builds in expectations about the current congestion conditions. The QoSdependence re
ects the fact that the e�ect one 
ow's packets have on another 
ow's pack-ets depends on the respective service classes of the 
ows; packets in higher quality serviceclasses impose more delay on other packets than do packets in lower quality classes. Thisapproximation of QoS-sensitive time-of-day pricing has the problem that it does not re
ectany instantaneous 
uctuations in tra�c levels; packets sent during a lull in the networkwould still be charged full price even though the actual congestion costs were quite small.Such insensitivity to instantaneous conditions would seem to remove any incentive for usersto redistribute their load dynamically; just as in the telephone network, time-of-day pricingencourages users to time-shift their calls to later (or earlier) hours when rates are lower,but does not encourage them to adjust to the instantaneous conditions. (Of course, in thetelephone network there is no way for users to detect the current load.)We claim that the inability to charge less during periods of low congestion is not a seriousproblem because, in many cases, one can substitute the congestion-sensitivity of service forthe congestion-sensitivity of prices. During a lull in the network, lower quality classes giveas good service as high quality classes do during congested periods. Users who monitor theservice they are getting from the network and adjust their service request accordingly cantake advantage of this variability. The way user costs are lowered during times of reducednetwork load is not that the network lowers the price of service classes but that users requestlower service classes and are charged the lower price of that class.We refer to \users" as the entities adapting to current conditions, to distinguish this fromthe network adapting, but we should note that in reality adaptation does not require signif-icant e�ort from the human user (see [26] for a similar discussion of the role of adaptation).Instead, adaptation routines will be highly automated and embedded within applications orthe end system's operating system. Many current network applications are already designedto adapt to network conditions, and so relying on users to adapt to current conditions, ratherthan the network, is quite consistent with current practice. In fact, this re
ects a basic In-10



ternet design philosophy; to the extent possible (and routing is the one place where it isfrequently less possible), the intelligence and responsibility to adapt to current conditionsshould be placed on the outside of the network; the fundamental infrastructure inside the net-work should remain fairly simple, intentionally ignorant of the applications it is supporting,and should not try to adapt on behalf of these application. Applied to this case, this philos-ophy argues for relatively static pricing policies with end users varying their service requestsin response to current congestion conditions. This removes from the network the respon-sibility of accurately assessing current conditions and their likely impact on users' utilities,and puts the onus on individual applications/users to make that assessment for themselves;given that applications have very di�erent sensitivities to service quality, it seems preferableto place the bulk of the variability where it can be done in the most informed way.If expected congestion were the only approximation, then we would essentially have apricing scheme where prices were computed per-link based on the time-of-day and quality ofservice requested. The second approximation is to replace the cost of the actual path withthe cost of the expected path, where the charge depends only on the source and destination(s)of the 
ow and not on the particular route taken by the 
ow. From a user's perspective, theyhave requested service from one point to another (at least in the unicast case); the actualpath the data takes is typically determined by the network routing algorithms (except inthe case of source routing). Having the price of the service depend on the network's decisionabout routing seems an unnecessary source of price variation that makes it harder for theuser to make informed plans about network use. Moreover, when alternate paths are takenby the network in response to congestion, the extra cost due to the congestion should notnecessarily fall only on those 
ows that have been redirected. Certainly in the telephonenetwork, the price of a telephone call does not depend on the network's choice of route.3.2 Edge PricingWhen we combine these two approximations, the price is based on the expected congestionalong the expected path appropriate for the packet's source and destination. Therefore,the resulting prices can determined and charges assessed locally at the access point (i.e.,the edge of the provider's network where the user's packet enter), rather than computedin a distributed fashion along the entire path. We will call this local scheme edge pricing.A similar approach to pricing in computer networks has been suggested by Jacobson [22].The prices charged at the edge, or access, point may depend on information obtained fromother parts of the network, but the entire computation of charges is performed at the accesspoint. In Section 4 we discuss the multicast case where the relevant information is di�cultto obtain.As discussed in [7], edge pricing has the attractive property that all pricing is done locally.Interconnection here involves the network providers purchasing service from each other inthe same manner that regular users purchase service. When a user connected to providerA's network sends a packet, it is applied to that user's bill according to whatever pricingpolicy provider A has.10 If the destination of the packet is on provider B's network, then10We use the term \bill" here only to connote that the packet is applied to the contract the user has withprovider A; as we mention below, the contracted pricing policy may very will be a 
at price with a limit on11



when the packet enters provider B's network the packet is charged against provider's A billwith provider B. There are no per-
ow settlement payments, in the sense that the variousproviders do not redistribute the charge levied to the end user among themselves. Instead,each provider takes full responsibility for every packet they forward; a sequence of bilateralagreements between the adjacent service providers along the path performs the necessaryfunction of cost shifting. These bilateral agreements apply only to the aggregate usage bythese providers, and so greatly simplify the transfer of payments between providers.The beauty of this is that billing structures are completely local. The exact nature ofthe pricing scheme is simply a matter between the user and the service provider. Becausethe decisions are local, service providers can invent ever more attractive (and complicated)pricing schemes and can respond to user requirements in a completely 
exible fashion. Nouniform pricing standards need be developed since interconnection involves only bilateralagreements that allow each provider to use their own pricing policy. Locality allows providersto experiment with new pricing policies and gradually evolve them over time; in fact, pricingpolicies will likely be one of the important competitive advantages available to providerswhen competing with each other. For instance, locality allows providers to o�er specializedpricing deals such as bulk discounts. It is hard to imagine implementing a meaningful bulkdiscount when charging is done in a nonlocal per-link basis; a user's usage of any particularlink, or of any particular service provider outside of the local one, is probably quite limited,and so such discounts are much less meaningful.3.3 Forms of PricingEdge pricing describes the place at which charges are assessed, but is completely neutralabout the nature of these charges. In most of the literature, there is a sharp distinctionbetween usage and attachment charges; this di�erentiates the �xed (or 
at) portion of theprice and the variable usage-dependent portion of the price. Thus, the cost of upgradingthe speed of a user's access line is considered an attachment charge. We think this divisionis somewhat misleading, since there is a natural continuum between the two.11 We insteadchoose to refer to them all as usage-constraining prices.12 Per-packet charges are clearlydesigned to constrain usage, but so are limits on a user's peak sending rate.The continuum of usage-constraining charges can perhaps best be explored by de�ningits two endpoints. At one end of the continuum, prices can be based on actual usage, in theform of per-packet and/or per-reservation charges; this is the traditional form of usage-basedpricing. At the other end of the spectrum, users could purchase a capacity from the networkand then be allowed to use, without any additional charge, up to that capacity. One formpeak rate, in which case there is no additional charge per packet.11The distinction between �xed and variable prices may be extremely important to individual users;users on �xed budgets may need �xed prices, whereas users with extremely variable demand may need theability to only pay for usage. Our point is that this distinction, while important to individual users, isnot fundamentally important from an architectural or economic perspective. Both forms of pricing can beassessed locally, and both constrain usage.12In our taxonomy, attachment prices would refer only to the price of attaching to the network and notrefer at all to the speed of the access line. All other charges would be considered usage-constraining. Ofcourse, in nonlinear pricing schemes (or when there is a spectrum of pricing menus o�ered, as in the currentcellular telephony market) the distinction between the two is completely blurred.12



of capacity could be de�ned in terms of just a peak rate, as in the current form of 
atpricing. More generally, however, this capacity is de�ned in terms of a �lter that is appliedto the tra�c. A usage �lter characterizes 
ows as either conforming or not-conforming to theagreed upon capacity. Such �lters can measure the usage over di�ering time horizons, suchas controlling the long-term average rate, the short-term peak rate, and intermediate burstdurations. This capacity framework is merely a generalized version of the current 
at-ratepricing schemes; the extra 
exibility allows pricing schemes to be more closely attuned touser requirements. See Appendix C for a more complete explanation of such �lters. Whilenot essential to our discussion here, we should note that there can be several possible actionsthat the service provider could take when a user exceeds her capacity; for instance, all suchpackets could be mapped into the lowest service class, or dropped, or queued until the 
owis in compliance with the �lter, or merely assessed an additional per-packet fee.The units of usage that are applied against the capacity constraints, just like per-packetcharges, can depend on many things such as time-of-day, destination, and QoS. High qualityservice classes might consume twice as many units as lower quality service classes, withsimilar increments for packets traveling further or over particularly congested links. Ofcourse, to realize the goal of allowing users to send an unlimited amount of tra�c when thenetwork is empty, there should be a category of absolutely lowest quality of service that isessentially free. In fact, one could even use a \smart market" auction approach to pricingat the access point.13These capacity constraints allow network providers to make informed provisioning deci-sions. Of course, provisioning decisions will also be heavily based on measurements of actualaggregate usage, but the capacity �lter parameters give some additional input for estimates.If there is an in�nite amount of multiplexing (i.e., each user constitutes an in�nitesimal shareof the aggregate usage) and users are uncorrelated, then provisioning need only be basedon the long-term average rates. The other capacity �lter parameters are needed to makeestimates of the magnitude of usage 
uctuations away from this average value.Because the overlimit behavior (when usage exceeds the capacity) can merely be an ad-ditional per-packet charge, there can be a continuum of pricing policies that stretch betweenpurely usage-based charging and purely capacity-based charging. Within the spectrum ofedge charging, the di�erence between capacity-based prices and usage-based prices is nota fundamental architectural issue. We expect that the market will invent, over time, in-creasingly attractive and 
exible hybrids of these approaches. Telephony may provide aninstructive example. Telephone companies o�er a menu of local calling plans, some usage-based (e.g., metered service), some capacity-based (e.g., unlimited service), and some acombination of both (e.g., a certain number of free minutes per month, plus a metered ratefor calls in excess of this number). It is likely that the same will happen in computer net-works, with some users choosing usage-based and others choosing capacity-based charges,and many being somewhere in between. Thus, the heated debate between advocates ofusage-based and capacity-based pricing schemes will become completely irrelevant as usersvote with their feet. Because in the edge pricing paradigm the decision between usage-based13There may be some disadvantages with using the smart-market as the local pricing scheme (e.g., itembeds the pricing policy in the architecture), but our point here is that it is not architecturally precludedby the edge pricing paradigm, and so �rms are free to experiment with it.13



and capacity-based, or anywhere in between, is completely local, and we expect that networkprovision will be competitive, the o�ered plans will likely re
ect the true needs of consumers(and thus the architecture need not preclude one choice or the other to prevent providersfrom exploiting users).The rest of this paper is devoted to exploring the infrastructure needed to support thisedge pricing approach.4 Architectural IssuesEdge pricing localizes the whole charging process; everything occurs at the access point. Yet,there are two inherently nonlocal aspects of pricing: (1) charging appropriately for multicast,and (2) the ability to charge receivers for the service.14 These nonlocal aspects pose somefundamental architectural challenges to the edge pricing approach. We see these issues asforming the basis of a fertile research agenda in pricing in computer networks. In this sectionwe discuss how the infrastructure might be designed to handle these nonlocal aspects. Wedescribe the problems of multicast and charging receivers separately, and then we reviewsome remaining open problems.It is important to note that this design discussion is extremelypreliminary, and is intendedto be illustrative rather than de�nitive. That is, our purpose is to illustrate some of the issuesinvolved by engaging in a design discussion, but we freely admit that the design directionsadvocated here may not, in the end, be the appropriate choices.154.1 MulticastWhen unicast packets enter a provider's access point, the destination �eld is enough todetermine the typical path of the packet. Unicast routes 
uctuate occasionally, but thenormal case is that unicast routes change on rather slow time scales. Thus, fairly static tablesat the entry points can provide adequate information for pricing decisions, and it would berelatively trivial to design the distributed algorithms needed to construct and maintain thesetables.16 If addresses encode geographic information (as in Deering's recent proposal [11]) or14Charging receivers for service is a nonlocal problem because, in approaches with explicit willingness-to-pay signaling, when both the source and receiver are serviced by the same provider the source's access pointmust be informed that the receiver is willing to assume responsibility for the transmission. Similarly, whenthe path from source to receiver traverses several di�erent provider networks, the noti�cation of receiver-paying must be communicated to both the exit access point and the entrance access point in each network.Other approaches can avoid this explicit nonlocal signaling by adopting some uniform standards, such as acertain portion of the multicast address space being set aside for receiver-pay groups, but these standardsthemselves are nonlocal in that they represent agreements between providers about a billing policy.15In particular, there is a spectrum of design choices providing di�erent levels of functionality and requiringmore or less additional mechanism; in the following discussion we are not attempting to make a detailedevaluation of the functionality vs. mechanism tradeo�, but are merely illustrating some possible ways ofachieving the aforementioned goals. There are more minimalist approaches to these problems that requireless additional mechanism, and they should be considered when making design decisions for the Internet, butfor this pedagogical discussion we have presented more straightforward, if more mechanistic, approaches.16These tables would contain information describing how many usage units (for a capacity �lter) eachpacket represents, or a monetary per-packet charge, or whatever other information is needed for the provider14



provider information (as in the current IPv6 proposal [12]) then these tables are especiallysimple (see [15] for more information). Moreover, if the provider networks are small enough,one set fee for all intraprovider packets and another �xed fee for all interprovider packetsmight be su�cient.Multicast packets pose more of a challenge. A multicast address is merely a logicalname, and by itself conveys no geographic or provider information. While multicast routingidenti�es the next hop along the path for packets arriving at an interface, multicast routingdoes not identify the rest of the tree. Thus, estimating costs in the multicast case requires anadditional piece of accounting infrastructure. Moreover, the set of receivers { the membersof the multicast group { can change quite rapidly and so the mechanisms for providing theappropriate accounting information must be designed with care.One can imagine several di�erent approaches. The simplest would be to merely collectthe location (i.e., subnet numbers) of all receivers (with receivers outside of the provider'snetwork being recorded as residing at the appropriate exit point of the network). From theselocations one could compute the approximate costs of the appropriate tree.Another approach would be to compute these costs on-the-
y by introducing a new formof control message { an accounting message { that would be initiated when the receiversent its multicast join message (multicast join messages are the control messages sent by areceiver to join the multicast group; see Appendix A). These accounting messages wouldbe forwarded along the reverse trees towards each source, recording the \cost" of each linkit traversed and summing costs when branches merged. When these accounting messagesreached a source's access point, the cumulative cost of reaching all receivers from that sourcewould be available. Each provider would only need to record the cost information localto their network; that is, the costs would start accumulating when the accounting messageentered the provider's network and would stop when the accounting message exited thenetwork. No cost information crosses the provider boundaries; instead, this cost informationis only used locally to compute the charges to apply on the edge of the network. This on-the-
y approach makes the charge for multicast depend on the true path rather than the typicalpath, which may cause unnecessary variability.17 We should note that there might be groups(e.g., cable TV channels) where the typical tree might be well enough known in advance sothat such additional mechanisms are not needed; we discuss this brie
y in Section 4.3.Note that the additional piece of accounting infrastructure needed to compute these costsis local to the provider; that is, each provider can use its own algorithm. No standards needbe established, no agreements with other providers need be made. Thus this protocol canincrementally evolve over time as we understand better the cost structure and tra�c patternsof future networks. Independent evolvability is one of the biggest advantages of the edgepricing paradigm; while the total amount of mechanism needed to perform the necessaryaccounting may not be less than in other paradigms, the degree of independence of theseaccounting mechanisms is substantially higher. The ability for providers to act independentlyto upgrade their accounting will lead to rapid development of the required implementations;proposals that require a single uniform and standardized accounting infrastructure are muchto assess the appropriate charges.17One could apply such a scheme to a logically overlaid network so the prices would be less dependent onthe details of the path. For instance, the network could be divided up into area codes, with logical link costsrecorded whenever the accounting message left one area code and entered another.15



less likely to ever be implemented.The above discussion applies to the complete spectrum of usage-constraining pricingschemes, from usage-based to capacity-based charging. However, much of the above dis-cussion implicitly applied to best-e�ort service. The basic principles remain the same whenpricing for reserved or assured levels of service, but the mechanistic details are quite di�erentbecause of the presence of a set-up protocol like RSVP [46].4.2 Charging ReceiversThe second nonlocal problem we consider is assigning charges to receivers. This involvesaddressing the following three issues:#1: How does a receiver indicate to the network provider that it is willing to take respon-sibility for the source's tra�c? Here there are several alternatives, and we merely mention afew to illustrate some of the possibilities. In the best-e�ort multicast case, the join messagemight be extended to include a willingness-to-pay �eld. In the case of reservations, eitherunicast or multicast, the RSVP reservation message could carry similar information. Theonly case that does not already have a preexisting control message that could be used forthis purpose is the unicast best-e�ort case. Here, we may require a new willingness-to-paycontrol message to be generated by the receiver, but there may also be other approaches.In addition, we may want to allow the source to indicate that it is not willing to pay, sothat if the source's access point has not received a noti�cation that the receiver(s) is(are)willing to pay then the packets are immediately dropped; such an indication that the sourceis not willing to pay could be contained in the packet header. Another approach { one thatrequires no additional signaling { is to divide the multicast addresses into sender-pays andreceiver-pays categories, so that the assignment option is indicated by the choice of multicastaddress. Here the very act of joining the group communicates a willingness-to-pay.#2 How does the network \bill" the receiver? One general approach here is to applypricing when the packets traverse the receiver's access point. Thus, packets are \charged"according to the receiver's contract with its provider, not according to the sender's contract.If the capacity is exceeded, then the overlimit behavior (delaying, dropping, etc.) is applied atthis exit point. If the packet traverses several providers, then this reverse charging is appliedwhenever a boundary is crossed; the packet is charged to the provider whose network thepacket is entering, not the provider whose network the packet is exiting.#3 How does the network split the responsibility for the bill among the members of amulticast group? If there are multiple receivers, the network not only needs to transferthe charges to the receivers, but also must apportion the cost among them in a reasonablemanner. One way to do this is to assign fractional responsibilities to each of the receivers.Then, when the packet arrives at each receivers access point, the receiver is \charged" onlythe fraction of the normal amount. The variety of policies for assigning these fractions,as well as mechanisms for computing them, have been addressed in [20]. One could alsouse cruder approximations to compute these fractions, basing multicast prices on ad hocdiscounts from the unicast cost. 16



4.3 Open IssuesThe preceding general discussion merely presented some possible approaches. There aremany other possibilities, and the ones mentioned above should be considered sketchy illus-trations of the issues involved, rather than serious and complete design proposals. Thisinitial design discussion leaves several fundamental issues unresolved; we mention a few ofthere here.Our discussion of the need for charging receivers has focused on a narrow binary choice;either sources pay or receivers pay. One may want to consider a much broader spectrum ofpolicies in which the costs are shared in a more 
exible manner. This might be a fractionalsplitting (e.g., the source pays 30% and the receiver(s) pay 70%), or perhaps the source paysfor a certain portion of the path (e.g., the source pays for the portion of the path withinits local provider's network) and the receiver(s) pay the rest. We have not addressed therequirements of such source/receiver cost sharing.We also have not considered the case where some receivers are willing to pay and othersare not. Aside from the mechanistic questions, there are important unresolved policy ques-tions about how to handle such a situation. Related to this is the fact that receivers maywant to limit their exposure. The willingness-to-pay �eld may, in addition to indicating thatthe receiver is willing to pay, also indicate a cap on how much (in some arbitrary units) costthe receiver is willing to absorb. Such a cap may be necessary when joining what one expectsto be large multicast groups. For instance, when a receiver in California joins a group for avirtual rock concert sourced from London with an expected audience of millions, the receivermay be willing to pay her share of a few dollars (or equivalent capacity units) but wouldcertainly not be willing to absorb the bill for the entire 50 mbps video feed from London.However, such limits open up thorny strategic issues as receivers would be tempted to freeride on other receivers.There may be other approaches to deal with the startup phase of multicast groups thatwill eventually become large. There may be some way that the organizer of the session,whether it be a rock concert or an IETF broadcast or a cable TV channel, could describeto the network beforehand an approximation to the likely distribution tree. This wouldenable the network to estimate the likely cost shares beforehand and thus greatly reduce theexposure of the �rst few group members. Other schemes to reduce such exposure have beendiscussed in [16].The accounting mechanisms discussed in [20], which determine the appropriate multicastcost shares, are implemented on a link-by-link basis. Such methods must be extended toa more abstract set of logical links so that the cost shares can re
ect a coarser level ofgranularity. Also, as discussed in [20], some cost-sharing approaches depend on the numberof receivers downstream of each link. Such numbers are relatively easy to obtain within aprovider's network (e.g., by extending the multicast join mechanism). To do this accuratelyacross providers would require each provider to reveal this number to other providers, andthis raises an incentive question, since the cost share increases with the number of receivers(and so each provider would reveal only the existence of one receiver in their network).Another issue arises in the case of receiver-pays with capacity-based charging, where theoverlimit behavior is packet dropping. If the incoming tra�c greatly exceeds the availablecapacity then the network has transported packets across the network only to consistently17



drop them at the exiting access point. We may need some slow, out-of-band, signaling inthis case to unjoin the receiver from the group. Such signaling is not needed if the overlimitbehavior is an additional per-packet charge.5 ConclusionCurrent discussions about pricing in computer networks are dominated by two main topics.The �rst topic is the debate between usage-based pricing and 
at pricing which has embroiledthe network design community and caught the attention of the popular press. Rather thanbeing radically di�erent, we think these two schemes reside along the single continuum ofusage-constraining pricing policies. As in telephony, both pricing options, along with variousintermediate hybrids, will likely be o�ered to users by their local provider. The detaileddesign of such schemes is perhaps best left to the marketing departments of the variousnetwork service providers. Thus, no particular pricing policy should be embedded intothe network architecture. The challenge for the network design community is to providea coherent network pricing architecture that allows individual providers to make their ownchoices about how to price service. This paper presents one such pricing architecture thatachieves this goal: edge pricing.The second topic, emphasized in the more academic literature, is the design of marginalcost pricing schemes that produce the optimally e�cient use of network resources. We havecritiqued this optimality paradigm on three grounds: (1) marginal cost prices may not pro-duce su�cient revenue to fully recover costs and so are perhaps of limited relevance, (2)congestion costs are inherently inaccessible to the network and so cannot reliably form thebasis for pricing, and (3) there are other, more structural, goals besides optimality, andsome of these goals are incompatible with the globally uniformity required for optimal pric-ing schemes. For these reasons, we contend that the research agenda on pricing in computernetwork should shift away from the optimality paradigm and focus more on structural andarchitectural issues. Such issues include allowing local control of pricing policies, fosteringinterconnection, handling multicast appropriately, and allowing receivers to pay for trans-mission. To illustrate our point, we described how these goals might be accomplished in thecontext of the edge pricing paradigm.Even though many of our detailed comments concern the particular pricing architectureof edge pricing, our intent in writing this paper is not to advocate that this scheme be adoptedby the Internet; the proposal is extremely preliminary and there may be other schemes withsimilar properties. Rather, our intent is to initiate a dialogue about such pricing schemesand hopefully stimulate the creation of other pricing paradigms that meet our design goals.AcknowledgementsWe are grateful to Je�rey MacKie-Mason, Hal Varian, Marjory Blumenthal, PadmanabhanSrinagesh, and Steve Deering for insightful comments on an earlier draft. We would also liketo thank Van Jacobson for early conversations on edge pricing.18
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every receiver) so that packets sent to the group reach each receiver. There are variety ofrouting algorithms that can accomplish this task, and we do not review them here. Notethat senders are not aware of who is receiving the packets, since the multicast paradigm isreceiver-driven. E�orts to standardize and deploy multicast are well advanced; the vitalityof the current MBone [4] attests to the bene�ts of this technology.The second extension to the Internet architecture is much more preliminary, and rathercontroversial. E�orts are underway to extend the Internet's current service o�erings toinclude a wider variety of qualities of service (QoS). The current single class of best-e�ortservice may not be su�cient to adequately support the requirements of some future video andvoice applications (although this is a highly debatable point; see [40]). Moreover, o�ering allapplications the same service is not an e�cient use of bandwidth; providing a wider variety ofqualities of service allows the network's scarce resources to be devoted to those applicationsthat are most performance-sensitive. There are many ways in which these services couldbe extended, some as simple as merely providing several service priority levels and/or droppriority levels. See also the discussion in [7, 6] for other approaches to such extensions tobest-e�ort service. O�ering multiple qualities of service requires some form of incentives,such as pricing, to encourage the appropriate use of the service classes; see [5, 9, 8, 39] for adiscussion of these issues.More radical extensions to the service o�erings are also contemplated. A working groupof the Internet Engineering Task Force is preparing a proposal to o�er several real-timeservices; a bounded-delay service, in which the network commits to deliver all packets withina certain delay, is an example of such a real-time service. These services are fundamentallydi�erent than best-e�ort in that the network is making an explicit and quantitative servicecommitment and therefore must reserve the appropriate resources. Such services requireadmission control procedures, whereby receivers request service (i.e., issue a reservationrequest) and the network then either commits to the requested level of service (if it canmeet the requirements), or denies the reservation request (if the current load level is to highto meet the requirements of the incoming request). In the proposed resource reservationprotocol RSVP [46], receivers send their request for service to the network, and this requestfollows the reverse delivery tree towards all relevant sources (a single source if the applicationis unicast, or to all senders to the group if the application is multicast). [1] presents a slightlyout-of-date overview of this proposed architecture.B Ramsey Prices in a Simple ModelIn this appendix we explore the behavior of Ramsey prices in a simple network model. Weconsider a facility providing network service charging a price p for every unit of usage andan attachment cost q; we assume there are no usage-dependent costs associated with thefacility, and for convenience we consider only nonnegative prices. The user population isa continuum labeled by �, with � 2 [0; 1]. The usage of each user is denoted by x�. Weconsider utility functions of the form U� = V� � px� � q, where V� represents the valuationof usage, and assume users can detach (yielding a utility U� = 0) if prices are too high. Thetotal welfare is given by W = R d� V�, the total usage Y = R d� x�, and the total revenueby R = pY + q R d� , where the integrals run over all attached users.23



The functions V� take the form V� = ��x��x2�. Each attached user sets their x� = ���p2 .We consider three cases for the ��: (1) a homogeneous case (where all users have the sameV�), (2) a heterogeneous case (where users have di�erent V�) without network externalities,and (3) a heterogeneous case with network externalities (where one user's valuation dependson the number of other attached users).In the homogeneous case we set �� = 1 for all �. The total welfare is W = 1�p24 as longas 0 � p � 1 and 0 � q � (1�p)24 (otherwise all users detach and W = 0). Thus, welfare ismaximized when p = 0, q � 14 and each x� = 12. Setting p = 0 and q = 14 raises maximalrevenue in this case. In this homogeneous case, attachment prices are indeed the optimalway to raise additional revenue.We now consider a heterogeneous case where �� = �. For a given p and q, all users with� > A(p; q) = p + 2pq remain attached. The total welfare is given by W = 112(1 � A3) �p24 (1�A), and the total revenue is given by R = q(1�A)+ p4(1�A2)� p22 (1�A). The totalwelfare is maximized when p = 0 and q = 0. The curve of Ramsey prices, the points thatmaximize W for a �xed R, is given by q = p2 for 0 � p � :2. The point p = :2 and q = :04maximizes the revenue R. The quadratic nature of the Ramsey curve means that increasesin usage prices dominate (over increases in attachment prices) close to the origin.We introduce network externalities by allowing the constants �� to depend on the numberof other attached users. Let �� = �(1 � A) where, as above, A is the critical value of �such that all users with � > A are attached and no users with with � < A are attached.Then A = 12(1 � (1 � 8pq � 4p)0:5). In addition, W = (1 � A) �(1�A3)(1�A)12 � p24 � andR = (1 � A) �p(1�A2)4 � p22 + q�. The point p = 0 and q = 0 maximizes W . The pointp = 0:16 and q = 0 maximizes R. The Ramsey prices fall along the line segment betweenthese two points: q = 0 and 0 � p � 0:16. For this model, increasing revenue is best donethrough increasing usage charges only.The simple model we considered here is extremely unrealistic, and neglects importantaspects of the problem such as congestion. However, it does illustrate the basic point thatwhen one has a heterogeneous population containing users who derive marginal bene�t fromattachment, then raising the attachment prices alone is not necessarily a Ramsey price.C Capacity FiltersThe ability to express the capacity in terms an arbitrary �lter provides substantial 
exibilityfor accommodating user needs. In this appendix we give a concrete example of a sophisticatedusage �lter. A token bucket �lter is parameterized by a rate r and a bucket size b. Usagecomplies with this capacity as long at the cumulative number of units sent in any timeinterval of length t (for any such t) is bounded above by rt+ b. This allows bursts of size b,but bounds the long-term average to be no greater than r. A �lter might be the compositionof three di�erent token buckets, one with b = 0, one with b = 1 (in actual practice, thisvalue of b will be chosen to be large but �nite, since an in�nite sized b imposes no constraints)and one with an intermediate value of bi. The values of r associated with the two extremalbucket sizes control very di�erent aspects of the tra�c: r0 describes the allowable peak rateand r1 describes the allowable long-term average rate (the actual size of the large but �nite24



b value used in practice determines, along with the associated rate, the time interval overwhich this long-term average is applied). The intermediate parameters ri; bi describes someintermediate allowable burst rate and size. These di�erent �lters should be thought of asconstraining the 
ow on di�erent time scales: the bigger the b the longer the time scale.In general, one might describe a �lter as a nonincreasing function b(r); for every r there isa token bucket with parameters r; b(r) applied to the 
ow. By adjusting these parametersappropriately one can provision the capacity for various levels of web-browsing or videoconsumption.
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